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Introduction 

• Cost and schedule estimates are probabilistic in nature 

• We do not know the exact cost or schedule duration of a 

project until it is complete and we have collected “actual” 

cost and schedule durations, so 

• Discrete numbers are not a good representation of expected cost or 

schedule duration – they are bound to be incorrect 

• Until the project is complete, we must rely on estimates 

• Estimates imply uncertainty, and the mathematics of 

uncertainty is probability, 

• …so estimates must be expressed probabilistically (i.e., as 

probability distributions) 

• The difficult part is finding a solution to the mathematical problem of 

the estimate! 

 
4 



Probability Distributions (1) 

• A probability distribution completely defines a random 

variable 

• Continuous  Probability Distribution (density) 

• Discrete Probability Distribution (mass) 

• Mixed (or mixture) Probability Distribution (mass and density) 
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Probability Distributions (2) 

• Mixed (or “mixture”) distribution formed by convolution of 

continuous and discrete distributions 
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Risk, Uncertainty and the Bet (1) 

• Uncertainty is defined by the estimate’s probability 

distribution 

• The “bet”, shown as “c”, is a discrete point estimate 

• Risk and opportunity are defined by the areas of the 

distribution to the left (opportunity) and right (risk) of the bet 
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Risk, Uncertainty and the Bet (2) 
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Risk Components 

• If we know the bet and components of the probability 

distribution of the estimate, we can segregate risk drivers 
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Joint Probability Distributions 
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Joint Cost and Schedule 

Probability Distribution 

• This is a joint PDF of cost and schedule generated with 

Excel 
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Statistics of a Random Variable 

• Moments 

• Provide useful information about the characteristics of a random 

variable, X,  such as the measures of central tendency, dispersion 

and shape 

• Always define which of the three types of moments being used: raw moments, 

central moments or standardized moments 

• Raw Moments 

• About the origin (i.e., zero) 

• Central Moments 

• About the mean, m, or first raw moment 

• Standardized Moments 

• Normalized by dividing by the kth power of the standard deviation, s 

• Order Statistics 

• Maximum, minimum, first, last, etc. 
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Raw Moments 
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Central Moments (1) 
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Central Moments (2) 

• The first five central moments expressed in terms of the raw 

moments are 
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Standardized Moments (1) 

Right  Skewed Left Skewed
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Standardized Moments (2) 
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Expectation 
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Mathematics of Estimates 

• Cost and schedule estimates rely on these operations of 

random variables (X and Y) 

• Which provide information used in uncertainty and risk analysis 
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Probability Tools 

• When we perform a cost or schedule risk analysis, we need 

to know the uncertainty of the individual estimates, how they 

are correlated, and how to combine them 

• In a work breakdown structure (WBS) 

• In a schedule network 

• We can employ statistical modeling techniques such as 

statistical simulation or statistical analysis to find these 

uncertainties and their properties 

• Although the goal is the same, these techniques differ, 

which we will discuss in more detail 
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Statistical Simulation 
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Example Sampled Distributions 

• Uniform 

 

 

 

• Normal 

 

 

 

• Lognormal 
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Benefits and Drawbacks of 

Statistical Simulation 

• Among its benefits are… 

• its ability to provide the statistics of a simulated PDF formed by 

complex mathematical modeling of random variables 

• its relative ease of use 

• Most of the time, statistical simulation obtains very close 

results to [and is easier to use than] statistical analysis 

• However, statistical simulation does have its drawbacks  

• inability to sample uniformly 

• (in)ability to correlate two distributions exactly using Pearson 

product-moment correlation coefficients 

• inability to sample INDEPENDENT distributions (only uncorrelated) 

• inability to correlating large numbers of random variables, and  

• inability to provide reasonable results when the number of 

simulation trials is too small to account for single or combinations of 

low-probability events (the tails) 
26 



Statistical Analysis 

• Unlike simulation, statistical analysis relies on the exact 

calculation of moments of the PDF 

• We use moments as the basis of the analytical technique 

proposed in this report 

• Method of Moments 

• Method of Moments (MOM) is a relatively easy-to-use, analytical 

technique used to calculate the moments of probability distributions 

• Relies on statistical calculations of moments to derive the statistics 

of probability distributions such as WBS element cost estimates or 

schedule durations 

• With the widespread use of statistical simulation tools by cost and 

schedule analysts, MOM has become a forgotten “art” 

• One of the surviving MOM techniques is the Formal Risk 

Assessment of System Cost Estimates (FRISK) method 
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FRISK 
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FRISK Process 
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FRISK Example (1) 

• Here is a set of example inputs 

 

 

 

 

 

• This is the matrix of correlation coefficients between each 

WBS element 
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Point Estimate 



FRISK Example (2) 

• These are the resulting moment calculations  
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FRISK Example (3) 

• From this information, we can plot the PDF and cumulative 

density function (CDF) and report relevant statistics 
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Percentile Value

10% 1320.981

20% 1446.051

30% 1543.52

40% 1631.993

50% 1719.265

60% 1811.205

70% 1915.021

80% 2044.1

90% 2237.635

mean 1756.000

median 1719.265

mode 1648.086

std. dev. 364.9331

Point Estimate 
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Product of RVs 
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Variance of a Product of Two RVs 

35 



Product of Two Normal PDFs 

36 

Analytic Simulation

mean sig mean sig

X 1.0000000 0.5000000 1.0000115 0.5000028

Y 1.0000000 0.5000000 1.0000026 0.4999844

XY 1.1000000 0.8789198 1.1038594 0.8839102



Product of Two Lognormal PDFs 

• This is a more germane problem since products of RVs 

appear in factor CERs and they are typically the products of 

lognormal RVs 

• A lognormal distribution of the prime mission product (PMP) which is 

the assumed lognormal distribution of the sum of hardware and 

software costs, and  

• a cost factor with a lognormal error term 

• This is a very difficult problem, believe it or not 

• We could find very little literature that provided the variance of the 

product of two bivariate lognormal distributions  

• We had to solve the problem explicitly 

• The solution lies in dealing with the lognormal distributions 

as exponentiated normal distributions then using MOM on 

the normal parameters 
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The Square of Two Standard  

Lognormal PDFs, Slide 1 of 2 

38 The “flaw of averages” 



The Square of Two Standard 

Lognormal PDFs, Slide 2 of 2 

39 
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Analytic Simulation

mean sigma mean sigma

ZL 1.0000000 1.0000000 0.9998327 0.9963679

ZL2 2.0000000 7.7459667 1.9924044 7.0635770



The Variance of Products of RVs 

• We can accept Goldberger’s formula because it is not 

distribution-specific (i.e., it is not relevant to only bivariate 

normal distributions) 

• This was a great discovery that allowed further work to be 

accomplished in the area of functional correlation, which we 

will discuss later 
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Propagation of Errors 
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Functional Correlation,  

Slide 1 of 2 
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Functional Correlation,  

Slide 2 of 2 

• These three types of correlations can be cast into three 

categories or types 

• Direct (nested) dependence of RVs 

• Shared dependence from use of the same RVs 

• Shared dependent RVs 

• They can also be categorized in terms of how deeply they 

are related (their “order”) 
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Steps to Compute Functional 

Correlation 

1. Equate the correlation between two random variables 

 

 

2. Determine the components 

a) Find the means of the two RVs 

b) Find the variances of the two RVs 

c) Find the product of the two RVs 

d) Find the Expectation of 2c 

3. Rewrite equation in terms of the components found in 

Steps 2a through 2d 
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This is why we call it Pearson “product moment” correlation 



Functional Correlation Example 1 
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Functional Correlation in 

Schedule Networks 
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Discrete Risks 

• Discrete risks should be included in a risk estimate 

• But it depends on the estimating methods used and their underlying 

data (i.e., more data results in estimates with more included risks) 
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Single Risk Case 

• When we combine a single discrete risk with an estimate 

represented by a continuous PDF, c, we get a mixed (or 

mixture) distribution 

• Discrete risk is defined by probability p1 and impact D1 

 

 

 

 

 

 

 

 

 

• The resulting mixed distribution is a probability-weighted 

distribution of the two risk states 
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Multiple Risks Case 
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Moments of Mixed Distribution 

• Fortunately, the report provides a method of calculating the 

moments of the mixed distribution 

  

 

 

 

• Comparison with Simulated Results 

• Minor differences due to simulation's inability to exactly draw 

correlated random variables 
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Discrete Risk Example 
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Many Discrete Risks 

• The case where there are many discrete risks is VERY 

interesting 

• The mixed distribution appears to be a much better 

representation of fat-tailed distributions 

• And better yet, we can calculate the moments of the mixed 

distribution 

• And we can determine the contributions of the estimate’s underlying 

distribution and the discrete risks forming it 
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Minimum and Maximum of 

Random Variables 

• Absolutely necessary when performing analytic schedule 

risk assessment (SRA) due to mathematics of merge points 

of parallel tasks 

• We know the exact PDF and moments of the max of two 

correlated Gaussian distributions but VERY little work can 

be cited that solves the problem of the max of correlated 

non-Gaussian distributions 

• The author’s recent SSCAG paper was a big step forward, but it 

does not have the capability of dealing with highly correlated RVs 

• We are still working on more solutions 

• For the time being, we know how to compute the max and 

min of two Gaussian distributions and limited cases of all 

others  
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Max and Min of Lognormal PDFs 

• The first two moments of the maximum of two lognormal 

distributions (used to compare max finish dates in a 

schedule network) 

• Correlation and overlap of distributions cause the mean to shift 
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Example Cost Model 
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FRISK Method? 

• We will apply the FRISK method to solve this, but we must 

first: 

• Find the distributions of the WBS elements 

• Find the correlation matrix between the WBS elements 

• Finding the distributions of WBS elements 2-10 using 

expectation methods is the easy part 

61 



Cost-on-Cost Functions 

• Finding the distribution of WBS element 1 (the cost-on-cost 

function) is not so simple 

• First we have to determine the functional correlations between WBS 

elements 2-10, find the moments of that sum (the prime mission 

product, or “PMP”), then calculate the moments of WBS element 1 

using expectation methods 

• The functional correlation matrix (FCM) has these types of 

correlations    

62 

ryi,yj 1 2 3 4 5 6 7 8 9 10

1 1.0000 I-2 I-2 I-2 I-2 I-2 I-2 I-2 I-2 I-2

2 I-2 1.0000 II-1 II-1 III-1 III-1 III-1 III-1 III-1 III-1

3 I-2 II-1 1.0000 III-1 III-1 III-1 III-1 III-1 III-1 III-1

4 I-2 II-1 III-1 1.0000 III-1 III-1 III-1 III-1 III-1 III-1

5 I-2 III-1 III-1 III-1 1.0000 III-1 III-1 III-1 III-1 III-1

6 I-2 III-1 III-1 III-1 III-1 1.0000 III-1 III-1 III-1 III-1

7 I-2 III-1 III-1 III-1 III-1 III-1 1.0000 III-1 III-1 III-1

8 I-2 III-1 III-1 III-1 III-1 III-1 III-1 1.0000 III-1 III-1

9 I-2 III-1 III-1 III-1 III-1 III-1 III-1 III-1 1.0000 III-1

10 I-2 III-1 III-1 III-1 III-1 III-1 III-1 III-1 III-1 1.0000

Cost-on-cost 

Shared variables 

Correlated errors 



Computing Moments of WBS 

Element 1 

• After computing the FCM sub-matrix of the PMP elements, 

we can use the FRISK method to find the mean and 

standard deviation of PMP 

• We then use that to find the moments of WBS element 1 

 

 

 

 

 

 

 

• Then we can statistically sum all of the WBS elements 
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Applying the FRISK Method 

• Next we have to find how WBS element 1 is functionally 

correlated to the rest of the WBS elements (shown below)  

 

 

 

 

 

 

• Now that we have the moments of each WBS element and a 

full FCM, we can calculate the statistics of the total using 

FRISK (whew!) 
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ryi,yj 1 2 3 4 5 6 7 8 9 10

1 1.0000 0.2614 0.2098 0.1454 0.1156 0.1426 0.1273 0.1184 0.1393 0.2085

2 0.2614 1.0000 0.1969 0.2306 0.1924 0.1753 0.1927 0.1937 0.1893 0.1785

3 0.2098 0.1969 1.0000 0.1959 0.1979 0.1804 0.1983 0.1993 0.1948 0.1837

4 0.1454 0.2306 0.1959 1.0000 0.1944 0.1772 0.1947 0.1957 0.1912 0.1804

5 0.1156 0.1924 0.1979 0.1944 1.0000 0.1790 0.1968 0.1978 0.1933 0.1823

6 0.1426 0.1753 0.1804 0.1772 0.1790 1.0000 0.1794 0.1803 0.1762 0.1662

7 0.1273 0.1927 0.1983 0.1947 0.1968 0.1794 1.0000 0.1981 0.1936 0.1827

8 0.1184 0.1937 0.1993 0.1957 0.1978 0.1803 0.1981 1.0000 0.1946 0.1836

9 0.1393 0.1893 0.1948 0.1912 0.1933 0.1762 0.1936 0.1946 1.0000 0.1794

10 0.2085 0.1785 0.1837 0.1804 0.1823 0.1662 0.1827 0.1836 0.1794 1.0000



The Results 

• We can now plot the CDF, show percentiles, and each WBS 

element’s contribution to the variance of the total  
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Schedule Distribution 

• We also modeled the schedule as a PDF based on a 

fictitious schedule estimating relationship (SER):  

• The schedule will now be correlated to the cost of the 

program through the dependent variable, XD, which is 

“effective source lines of code” 

• The moments are  
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Joint Cost and Schedule 

Distribution 
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Resource-Loaded Schedule 

• NASA provided a resource-loaded schedule with which to 

perform a demonstration of the analytic method 

• This consisted of a MS Project file  

• The MS Project file was exported to MS Excel for analysis 

• Two problems needed to be solved in order to perform an 

analytical assessment on the resource-loaded schedule: 

• How to deal with calendar days (contiguous) versus working days 

(non-contiguous) in the analysis 

• How to formulate the schedule into a linearized sum of durations 

• How to calculate the correlation between cost and schedule 
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Calendar Days and Work Days 

• When a duration of a task causes it finish to occur on the 

following day, schedule programs can quickly determine 

which WORKDAY the task will finish 

• Simple addition of durations that result in finish dates (that 

are otherwise consecutive calendar days) will provide 

incorrect dates (non-working days) 

• In a resource-loaded schedule, we are interested in 

schedule finish dates that are calculated in the correct 

calendar days, but we need the number of workdays to 

allow for resource loading 

• We performed the schedule analysis using addition and 

subtraction of days (to simplify the resource-loading math) 

then converted the schedule results to account for working 

days using the “WORKDAY” function in Excel 
70 



Calculating Probabilistic Task 

Durations 

• Probabilistic task durations were calculated based on the 

parameters specified in the MS Project file 

• The distributions consisted of additive and multiplicative 

distributions that were either triangular, normal, lognormal or 

discrete 

• Three of the duration PDFs were correlated 

• Two of the durations were defined as discrete risks 

• Using the methods outlined in the report, we could quickly 

and easily determine the moments of these durations 

• We discuss the issue of how to model the schedule network 
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Schedule Network Model,  

Slide 1 of 3 

• The schedule network looks like this: 
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Schedule Network Model,  

Slide 2 of 3 

73 



Schedule Network Model,  

Slide 3 of 3 

• In two instances (i.e., at merge points) we had to calculate 

the max finish date of tasks: 

• One where durations were correlated 

• One where durations were assumed independent 

• In both cases, we had to determine the functional correlation 

of the finish dates of the merging tasks because they shared 

the same predecessor 

• The variance of the finish date of the predecessor linked their finish 

date variances 

• When compared to a 100,000 trial statistical simulation the 

results were an excellent match 
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mean sigma mean sigma

max(15,17,18,19) 01/10/14 16.02 01/10/14 16.0638

max(23,24) 08/08/14 19.69 08/08/14 19.75134

max(27,36) 09/28/14 20.78 09/27/14 21.55239

max(28,29) 11/30/14 21.67 11/28/14 22.43632

Analytic Simulation



Schedule Risk Results 

• Once we knew the moments of the finish dates of the tasks, 

calculating the finish date statistics of the project was fairly 

simple 

• Comparing the results of our analytic approximation to a 

100,000-trial statistical simulation we see very good 

agreement as well.   

• Differences in the statistics are due to sampling errors in the 

simulation (for wd statistics) and due to conversion of the analytic 

results into calendar dates (for cd statistics). 
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Finish Date  Analytic Approach Statistical Simulation 

02/20/15 02/18/15 

23.09 23.74 

02/05/16 01/24/16 

32.34 33.17 



Schedule Duration 

• The schedule duration was modeled using a single 

lognormal distribution and a mixed distribution representing 

the inclusion of discrete risks 
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Criticality Index (1) 
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Criticality Index (2) 

• CI of tasks in NASA schedule network 
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Task ID 𝝁𝑫𝒖𝒓𝒂𝒕𝒊𝒐𝒏 𝝈𝑫𝒖𝒓𝒂𝒕𝒊𝒐𝒏 𝝁 𝑺𝒕𝒂𝒓𝒕 𝝈 𝑺𝒕𝒂𝒓𝒕 𝝁 𝑭𝒊𝒏𝒊𝒔𝒉 𝝈𝑭𝒊𝒏𝒊𝒔𝒉 CI 

10 213.50 4.88 10/01/12 0.00 05/02/13 4.88 100% 

11 142.33 4.37 10/01/12 0 02/20/13 4.37 100% 

12 71.17 2.18 02/20/13 4.37 05/02/13 4.88 100% 

14 115.73 6.98 05/02/13 4.88 08/26/13 8.52 100% 

15 231.47 13.97 08/26/13 8.52 04/14/14 16.36 0% 

16 86.80 5.24 08/26/13 8.52 11/21/13 10.00 100% 

17 144.67 8.73 11/26/13 17.57 04/20/14 19.62 0% 

18 231.47 13.97 11/26/13 17.57 07/16/14 22.45 100% 

19 173.60 10.48 11/26/13 17.57 05/19/14 20.46 0% 

20 130.20 7.86 07/16/14 22.44 11/23/14 23.78 100% 

23 159.60 14.55 11/23/14 23.78 05/01/15 27.88 16.62% 

24 159.60 14.55 11/23/14 23.78 05/01/15 27.88 16.62% 

25 220.50 10.50 11/23/14 23.78 07/01/15 25.99 66.76% 

27 56.00 8.40 05/06/15 27.58 07/01/15 28.83 33.24% 

28 50.63 5.03 07/01/15 28.83 08/20/15 29.26 0% 

29 86.80 8.63 07/16/15 29.10 10/10/15 30.35 100% 

30 100.80 10.34 10/13/15 30.35 01/22/16 32.06 100% 

32 14.00 4.20 01/22/16 32.06 02/05/16 32.34 100% 

34 0.00 0.00 05/01/15 27.88 05/01/15 27.88 0% 

35 5.60 14.45 11/21/13 10.00 11/26/13 17.57 100% 

36 10.50 16.12 07/01/15 25.99 07/12/15 30.58 66.76% 

 



Linearized Schedule 

• The results of the CI analysis showed which tasks needed 

to be considered in the linearized schedule 

• Those tasks with CI=0 were eliminated 

• Our linearized schedule becomes 
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Cost of Resource-Loaded 

Schedule 
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* Time-dependent (TD) and time-independent (TI) 



Discrete Risks 
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WBS MC mean MC sigma MOM Cost mean MOM Cost sigma

2 $7,899,158.10 $8,793,491.21 $7,900,000.00 $8,783,507.27

2.1 $3,097,397.91 $4,764,566.91 $3,100,000.00 $4,768,647.61

2.2 $0.00 $0.00

2.3 $4,801,760.19 $7,379,295.72 $4,800,000.00 $7,376,313.44



Probabilistic Weighting 
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State Prob. 

0.49 $152,860,068.75  $4,272,695.15  

0.21 $163,193,402.08  $4,394,482.83  

0.21 $168,860,068.75  $4,519,136.03  

0.09 $179,193,402.08  $4,634,452.08  



Results 

• The analytic results of the total cost were compared to those 

from a 100,000 trial statistical simulation, and the results 

agreed rather well 

 

 

• The PDFs of the lognormal approximation and the exact, 

mixed distribution are 
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Mean $160,810,256.90 $160,756,334.56 ($53,922.34) -0.034%

Sigma $9,765,611.10 $10,053,584.87 ($287,973.77) -2.949%

Computed Values Difference



Joint Cost-Schedule PDF 
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The Joint PDF 
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Comparing Distribution Plots 

• The mixed distribution provides more graphical information 

 

 

 

 

 

 

 

 

 

 

 

• The joint probability of meeting the point estimates of cost ($151M) and 

schedule (840 wd) is about 1.3%  
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Bivariate Lognormal Mixed Bivariate Lognormal 
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Summary 

• Analytic techniques like MOM can be used in a variety of 

cost and schedule estimating problems 

• By their nature, they require more work up-front to create, 

but they provide the exact moments and do it instantly 

• The payoff is when we reuse the models 

• There have been gaps in the literature surrounding several  

aspects of MOM for which we have provided solutions, but 

we are confident there will be others! 

• In the near future, expect to see analytic techniques applied 

more and more to cost and schedule risk analysis problems 
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Future Research 

• Evaluating Statistical Simulations 

• How do we know our simulations are accurate? Test them. 

• Using Estimating Methods 

• Do CERs provide better estimates over other methods when discrete risks 

are considered? I think so. 

• Basis of Estimate Credibility 

• Multiple actuals provide a better case for an estimate, and should instill 

more confidence in a bid.  How do we prove this? 

• Developing Cost Models 

• Can we perform errors-in-variables (EIV) regression as easily as regression 

of discrete variables? I think so! 

• Improving Cost and Schedule Risk Tools 

• How can MOM be effectively used in our cost models? MOM, MOM/sim. 

Hybrids? 

• Time-Phasing a Resource Loaded Schedule 

• How do you include time-phasing in a resource-loaded schedule? Very 

possible to do. 90 
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